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Abstract

In this paper, we address the problem of detection and tracking of group and individual targets. In particular, we focus on a group model with a virtual leader which models the bulk or group parameter. To perform the sequential inference, we propose a Markov Chain Monte Carlo (MCMC)-based Particle algorithm with a marginalisation scheme using pairwise Kalman filters. Numerical simulations illustrate the ability of the algorithm to detect and track targets within groups, as well as infer both the correct group structure and the number of targets over time.
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1. INTRODUCTION

The purpose of multiple target tracking algorithms is to detect, track and identify targets from sequences of noisy observations of the targets provided by one or more sensors. The difficulty of this problem has increased as sensor systems in the modern battlefield are required to detect and track targets in very low probability of detection and in hostile environments with heavy clutter. A common assumption in the target tracking literature is that each target moves independently of all others. However, in practice, this is not always true as targets may move in a common formation; for example, a group of aircraft moving in a tight formation or a convoy of vehicles moving along a road. If the dependencies of the group objects can be exploited, it can potentially lead to better detection and tracking performances, especially in hostile environments with high noise and low detection probabilities.

In [1], the authors investigated a method for group object tracking by using a dynamical model with a ‘bulk’ component that describes the evolution of the group. However, the paper assumes that the group structure is known with a fixed number of targets. In [2], a spatial distribution model for tracking extended objects in clutter was introduced. Based on this approach, a Poisson likelihood model for extended and group object were developed in [3, 4]. In [5, 6], Mahler derived methods for tracking group-targets based on random-sets techniques, i.e. the ‘bulk’ of targets but not the individual targets. In [7], Clark and Godsill proposed a Gaussian mixture Probability Hypothesis Density filter (PHD) to identify group targets and their constituent members by creating a graph of connected components. More recently in [8], the authors presented a survey of work done on group tracking and proposed two novel group dynamical models, a basic model and a group model with a virtual leader. They are formulated within a continuous time setting and include a repulsive force mechanism for modeling interactions between closely spaced targets. A Markov Chain Monte Carlo (MCMC) Particles algorithm is then proposed to approximate the filtering posterior distribution for the group tracking problem using the basic model.

In this paper, we focus on the group model with a virtual leader. As opposed to the basic model which used a deterministic function of the targets to characterise the bulk group motion, this model has more flexible behaviour owing to the independence of the virtual leader from the targets. To solve the problem of the group structure inference and joint detection and tracking for group and individual targets, we propose a MCMC-based Particle algorithm with some improvements in the choice of the proposal distribution compared to the one in [8]. Moreover, the linear and Gaussian sub-structure contained in the group dynamical model is exploited through a marginalisation scheme using pairwise Kalman filters for the propagation of the sufficient
statistics. The proposed marginalised method allows a dramatic reduction in the state-space dimension by a factor of 2.5, thus improving the variance of the final estimates.

The paper is organised as follows. In Section 2, the group dynamical model with a virtual leader is described in a continuous time setting. Section 3 develops the group tracking model in a Bayesian framework. The proposed inference algorithm is detailed in Section 4. Numerical results are shown in Section 5. Conclusions are given in Section 6.

2. GROUP DYNAMICAL MODEL

Group Model with Virtual Leader

The idea of group modeling is to adopt a behavioural model in which each member of a group interacts with the other members of the group, typically making its velocity and position more similar to that of others in the same group. In [8], this idea has been conveniently formulated in continuous time through a multivariate stochastic differential equation (SDE) and then derived in discrete time without approximation error, owing to the assumed linear and Gaussian form for the model. In particular, two different models have been proposed. In the first, the basic group model, the group parameter is modeled as a deterministic function of the targets. In the second, the group model with a virtual leader, an additional state variable is introduced in order to model the bulk or group parameter. This second approach is closer in spirit to the bulk velocity model [9] and virtual leader-follower model [10]. This model provides a more flexible behaviour since the virtual leader is no longer a deterministic function of the individual target states. In this paper, we focus our study on this virtual leader model in which the spatio-temporal structure for the $i^{th}$ target in a group, $g$, has been defined in [8] by:

$$
\begin{align*}
    d\hat{x}_{t,i}^g &= \left\{-\alpha[x_{t,i}^g - \hat{v}_{t,i}^{g,x}] - \gamma_1\hat{x}_{t,i}^g - \beta[\hat{v}_{t,i}^{g,x} - \hat{v}_{t,i}^{g,y}]\right\} dt + \sigma_x dW_{t,i}^{g,x} \\
    d\hat{v}_{t,i}^{g,x} &= -\gamma_2\hat{v}_{t,i}^{g,x} dt + \sigma_w dG_{t,i}^{g,x}
\end{align*}
$$

(1)

Here $x_{t,i}^g$ is the Cartesian position in the $X$ direction of the $i^{th}$ target in the group $g$ at time $t$, with $\hat{v}_{t,i}^{g,x}$ the corresponding velocity. $\hat{v}_{t,i}^{g,x}$ and $\hat{v}_{t,i}^{g,y}$ represent respectively the Cartesian position and the velocity both in the $X$ direction of the unobserved virtual leader of the group $g$. $W_{t,i}^{g,x}$ and $G_{t,i}^{g,x}$ are two independent standard Brownian motion. $W_{t,i}^{g,x}$ is assumed to be independently generated for each target $i$ in the group. The parameters $\alpha$, $\beta$ and $\gamma_1$ are positive, and reflect the strength of the pull towards the group bulk. The ‘mean reversion’ terms $\gamma_1 \hat{v}_{t,i}^{g,x}$ and $\gamma_2 \hat{v}_{t,i}^{g,y}$ simply prevent the velocities of the target and the virtual leader respectively drifting up to very large values with time.

The joint state corresponding to $N_g$ targets in the $g^{th}$ group can thus be written in a matrix form as follows:

$$
    ds_t^g = A^g s_t^g dt + D^g n_t^g
$$

(3)

where the state is defined as $s_t^g = [(x_t^g)^T (v_t^g)^T]^T$, $x_t^g = [x_{t,1}^g \ldots x_{t,N_g}^g; y_{t,1}^g \ldots y_{t,N_g}^g; \hat{x}_{t,1}^g \ldots \hat{x}_{t,N_g}^g; \hat{y}_{t,1}^g \ldots \hat{y}_{t,N_g}^g]^T$, $v_t^g = [v_{t,x}^{g,y} v_{t,x}^{g,y} \hat{v}_{t,x}^{g,y} \hat{v}_{t,y}^{g,y}]^T$ and the transition matrix $A^g \in \mathbb{R}^{(N_g+1) \times 4(N_g+1)}$ is defined as

$$
    A^g = \begin{bmatrix}
    0_{2N_g \times 2N_g} & I_{2N_g} & 0_{2N_g \times 4} \\
    -\alpha I_{2N_g} & (\beta - \gamma_1) I_{2N_g} & A_a^g \\
    0_{4 \times 2N_g} & 0_{4 \times 2N_g}
    \end{bmatrix}
$$

(4)

with

$$
    A_a^g = \begin{bmatrix}
    \alpha 1_{N_g \times 1} & 0_{N_g \times 1} & \beta 1_{N_g \times 1} & 0_{N_g \times 1} \\
    0_{N_g \times 1} & \alpha 1_{N_g \times 1} & 0_{N_g \times 1} & \beta 1_{N_g \times 1}
    \end{bmatrix}
$$

(5)

and,

$$
    A_b^g = \begin{bmatrix}
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & -\gamma_2 & 0 \\
    0 & 0 & 0 & -\gamma_2
    \end{bmatrix}
$$

(6)

The matrix $D_a^g \in \mathbb{R}^{4(N_g+1) \times 2(N_g+1)}$ is defined as

$$
    D_a^g = \begin{bmatrix}
    0_{2N_g \times 2N_g} & 0_{2N_g \times 2} \\
    I_{2N_g} & 0_{2N_g \times 2} \\
    0_{2 \times 2N_g} & 0_{2 \times 2} \\
    0_{2 \times 2N_g} & I_2
    \end{bmatrix}
$$

(7)
\( d\mathbf{n}_t^g \) is a Brownian motion with covariance matrix \( \mathbf{Q}_t^g = \text{diag} [\sigma_x^2, \ldots, \sigma_x^2, \sigma_y^2, \ldots, \sigma_y^2, \sigma_\theta^2, \sigma_\phi^2] \).

**Repulsive Force**

The above model can model interacting behaviour of targets which belong to a same group. However in order to reduce or eliminate behaviour in which targets become colocated or collide spatially, which are clearly infeasible or highly unlikely in practice, some modifications to the model must be introduced. In [11, 12], an interaction model is specified in terms of a Markov Random Field. This approach can model rather complicated behaviour but it can present some challenges in inference as the normalisation constants are in general unknown in closed form for these models.

In [8], the authors proposed another method using a switching mode model that can deliver repulsive forces when targets become too close spatially. In this paper, we will consider this approach since it is simpler computationally as compared to the MRF model. By using the same approach as in [8], the original SDE in Eq. (3) can be written as:

\[
ds_t^g = \mathbf{A}^g s_t^g dt + \mathbf{h}^g dt + \mathbf{D}^g d\mathbf{n}_t^g
\]

where \( \mathbf{h}^g = \begin{bmatrix} 0_{1 \times 4} & \hat{r}_{1,2}^x - \hat{r}_{1,2}^x & \hat{r}_{1,2}^y - \hat{r}_{1,2}^y & 0_{1 \times 4} \end{bmatrix}^T \) models the repulsive forces as a fixed constant value between time \( t \) and \( t + \tau \) for a group of two targets. \( \hat{r}_{1,2} \) is calculated using the state configuration at time \( t \) as follows:

\[
\begin{bmatrix} \hat{r}_{1,2}^x \\ \hat{r}_{1,2}^y \\ \hat{r}_{1,2}^\theta \\ \hat{r}_{1,2}^\phi \end{bmatrix} = \begin{bmatrix} f_{1,1,2} \\ d_{1,1,2} \end{bmatrix} \left( \begin{bmatrix} x_{t,1} \\ y_{t,1} \\ 0 \\ 0 \end{bmatrix} - \begin{bmatrix} x_{t,2} \\ y_{t,2} \end{bmatrix} \right)
\]

(9)

\[
d_{t,1,2} = \frac{\{(x_{t,1} - x_{t,2})^2 + (y_{t,1} - y_{t,2})^2\}^b}{d_{t,1,2} + R_2}
\]

(10)

\[
f_{t,1,2} = \frac{R_1}{d_{t,1,2} + R_2}
\]

(11)

The SDE (8) has a simple solution:

\[
s_{t+\tau}^g = e^{\mathbf{A}^g \tau} s_t^g + \int_{t}^{t+\tau} e^{\mathbf{A}^g (t+\tau-l)} (\mathbf{h}^g dl + \mathbf{D}^g d\mathbf{n}_l^g)
\]

(12)

The distribution of \( s_t^g \) is thus given by a Normal distribution:

\[
p_u(s_t^g | s_{t-1}^g) = \mathcal{N}(s_t^g | \mathbf{F}_N s_{t-1}^g + \mathbf{R}_{N_g} \mathbf{h}^g, \mathbf{Q}_{N_g})
\]

(13)

with

\[
\mathbf{F}_N = e^{\mathbf{A}^g \tau}
\]

(14)

\[
\mathbf{R}_{N_g} = \int_{t}^{t+\tau} e^{\mathbf{A}^g (t+\tau-l)} dl
\]

(15)

\[
\mathbf{Q}_{N_g} = \int_{t}^{t+\tau} e^{\mathbf{A}^g (t+\tau-l)} \mathbf{D}^g \mathbf{Q}_N^g (\mathbf{D}^g)^T e^{\mathbf{A}^g (t+\tau-l)} dl
\]

(16)

If integrals involved in Eqs. (15) and (16) cannot be computed directly, the matrices \( \mathbf{R}_{N_g} \) and \( \mathbf{Q}_{N_g} \) can be efficiently obtained by the matrix fraction decomposition [13, 14] as described in [8].

As an illustration, Figure 1 shows a realisation of the dynamical model Eq. (13) for 4 targets. The scenario consists of 4 targets moving together as a group. The parameters used to generate the tracks can be found in Table 1. The resulting tracks generally correspond to moving ground vehicles.

### 3. Bayesian Modeling

After having described the group dynamical model, we can now formulate the group tracking problem in a Bayesian framework by introducing the target birth and death process, the group structure transition model and the observation model. This section follows quite closely the methodology of [8].

First, the target states are variable dimension quantities since targets can appear or disappear from the scene randomly over time. In order to model this birth and death process, we choose to use a set of existence variables \( e_t \) with elements \( e_{t,i} \in \{0, 1\} \).
<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time interval between samples</td>
<td>$\tau$</td>
<td>5 seconds</td>
</tr>
<tr>
<td>Actual number of targets</td>
<td>$N$</td>
<td>4</td>
</tr>
<tr>
<td>Number of simulation time steps</td>
<td></td>
<td>110</td>
</tr>
<tr>
<td>Centroid control parameter</td>
<td>$\alpha$</td>
<td>0.0006</td>
</tr>
<tr>
<td>Group velocity control parameter</td>
<td>$\beta$</td>
<td>0.05</td>
</tr>
<tr>
<td>Velocity control parameter</td>
<td>$\gamma_1 = \gamma_2$</td>
<td>0.001</td>
</tr>
<tr>
<td>Individual motion noise</td>
<td>$\sigma_x$</td>
<td>0.2</td>
</tr>
<tr>
<td>Group motion noise</td>
<td>$\sigma_g$</td>
<td>0.5</td>
</tr>
<tr>
<td>Repulsive force constants</td>
<td>$R_1$</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>$R_2$</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 1. Track Simulation Parameters for Moving Ground Vehicles
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**Figure 1.** Motion of 4 targets in a group using the virtual leader model and the repulsive forces.

model the birth and death process for each individual target. In this formulation, the targets’ kinematic vector is thus regarded as fixed dimensional quantity with $N_{\text{max}}$ targets, each of which being active or inactive according to its existence variable $e_{t,i}$.

We use $g_t$ to represent the group structure at the time $t$. For example, for 5 targets, the group structure representation $g_t = [1 \ 1 \ 2 \ 3 \ 3]^T$ means, as illustrated in Figure 2, that targets $\{1, 2\}$ are in group 1, target $\{3\}$ is in group 2 and targets $\{4, 5\}$ are in group 3. With the use of the dynamical model described in the previous section, each group has also its own virtual leader. As a consequence, the state $s_t$ has a dimension of $(8N_{\text{max}} \times 1)$ since the maximum number of groups is $N_{\text{max}}$ which corresponds to the case where each target belongs to a different group ($i.e.$ $g_t = [1 \ 2 \ 3 \ 4 \ 5]^T$ for $N_{\text{max}} = 5$). The state $s_t$ to infer is thus composed of $x_t = [x_{t,1}, \ldots, x_{t,N_{\text{max}}}, y_{t,1}, \ldots, y_{t,N_{\text{max}}}, \dot{x}_{t,1}, \ldots, \dot{x}_{t,N_{\text{max}}}, \dot{y}_{t,1}, \ldots, \dot{y}_{t,N_{\text{max}}}]$ and $v_t = [u_{t,1}^{1,x}, \ldots, u_{t}^{N_{\text{max}},x}, v_{t,1}^{1,y}, \ldots, v_{t}^{N_{\text{max}},y}]^T$.

![Figure 2](image2.png)

**Figure 2.** Illustration of the group structure $g_t = [1 \ 1 \ 2 \ 3 \ 3]^T$. 


In a Bayesian context, the aim is to compute the posterior distribution \( p(s_{0:t}, g_{0:t}, e_{0:t} | Z_{1:t}) \) where \( Z_{1:t} \) corresponds to the observation set from time 1 to \( t \). By using the Bayes’ theorem, this distribution is given recursively by:

\[
p(s_{0:t}, g_{0:t}, e_{0:t} | Z_{1:t}) = \frac{p(s_{0:t-1}, g_{0:t-1}, e_{0:t-1} | Z_{1:t-1})}{p(Z_t | Z_{1:t-1})} \times p(s_t, g_t, e_t | s_{0:t-1}, g_{0:t-1}, e_{0:t-1}) \times p(Z_t | s_t, g_t, e_t)
\]  

(17)

Moreover, we propose to expand the transition probability distribution as follows:

\[
p(s_t, g_t, e_t | s_{0:t-1}, g_{0:t-1}, e_{0:t-1}) = p(s_t, e_t | s_{0:t-1}, g_{0:t-1}, g_t) p(g_t | s_{0:t-1}, g_{0:t-1}, e_{0:t-1})
\]

(18)

where \( p(g_t | s_{0:t-1}, g_{0:t-1}, e_{0:t-1}) \) is the discrete probability distribution of the group structure transition and \( p(s_t, e_t | s_{0:t-1}, g_{0:t-1}, g_t) \) is the prior distribution of the targets, the virtual leaders and the existence variables given their past values and the group structure upon to time \( t \). We now described the various models.

**Group structure transition model**

The modeling of the group structure evolution clearly depends on the type of group targets we are dealing with. However, generally, we expect to observe only small changes in group structure over short time intervals. Moreover, certain group structure would be considered highly unlikely. For example, two targets that are widely separated are unlikely to join together within one group. In this paper, we adopt the following model for the group transition probability:

\[
p(g_t | s_{0:t-1}, g_{0:t-1}, e_{0:t-1}) = P_{NC} \delta(g_t - g_{t-1}) + (1 - P_{NC}) \pi(g_t | s_{0:t-1}, g_{0:t-1}, e_{0:t-1})
\]

(19)

where \( \delta(.) \) is the Dirac delta function. \( P_{NC} \in [0, 1] \) is used to ensure that only small changes in group structure over short time intervals occur and \( \pi(g_t | s_{0:t-1}, g_{0:t-1}, e_{0:t-1}) \) denotes the discrete probability of the group structure transition at time \( t \) which is an important term in this model. In this paper, we have adopted a state dependent model in which the current group structure depends only on both the target positions, denoted by \( x_{p,t} \), and the existence variables at time \( t - 1 \), i.e.

\[
\pi(g_t | s_{0:t-1}, g_{0:t-1}, e_{0:t-1}) = \pi(g_t | x_{p,t-1}, e_{t-1})
\]

(20)

This distribution determines how information from \( x_{t-1} \) and \( e_{t-1} \) can be used to guide group changes. For a pair of targets \( i \) and \( j \), suppose we can define a quantity \( q_{i,j} \) which gives an indication of how likely they are to be in a same group at time \( t \). For each group structure \( h \), let \( \Delta \) be the set of all pairs of targets that belong to the same group. We can then calculate the following scoring function:

\[
f(g_t = h | x_{p,t-1}, e_{t-1}) = \prod_{i,j \in \Delta} q_{i,j} \prod_{i,j \notin \Delta} (1 - q_{i,j})
\]

(21)

As a consequence, we define the density \( \pi(g_t | x_{p,t-1}, e_{t-1}) \) as:

\[
\pi(g_t | x_{p,t-1}, e_{t-1}) = \frac{f(g_t = h | x_{p,t-1}, e_{t-1})}{\sum_{h' \in \Delta} f(g_t = h' | x_{p,t-1}, e_{t-1})}
\]

(22)

Now, the function \( q_{i,j} \) involved in the computation of the scoring function, is defined as:

\[
q_{i,j} = \begin{cases} 
P_Q & \text{if } e_{t,i} = 0 \text{ or } e_{t,j} = 0 \\
\frac{h(x_{p,t-1,i}, x_{p,t-1,j})}{h(x_{p,t-1,i}, x_{p,t-1,j})} & \text{otherwise}
\end{cases}
\]

(23)

\( h(x_{p,t-1,i}, x_{p,t-1,j}) \) can be any function that assigns values between 0 and 1 depending on how close a pair of targets must be before they are considered likely to be in a group. \( P_Q \) is a small positive value allowing for inactive target to be grouped with active targets.

**The joint prior distribution of the targets and their existence variables**

Each target’s existence variable will be modeled as a discrete Markov chain [15] which is independent of all other states:

\[
p(s_t, e_t | s_{0:t-1}, e_{0:t-1}, g_{0:t}) = p(s_t | s_{0:t-1}, e_{0:t}, g_{0:t}) \times \prod_{i=1}^{N_{\text{targets}}} p(e_{t,i} | e_{t-1,i})
\]

(24)
As a consequence, if \( j \) for a group target birth, we can calculate the average group state at time \( t \) with \( \mathcal{U} \):

\[
\mathcal{U}(h, \mathbf{g}_t) = \{ \mathbf{e} \in \mathcal{U} \mid \exists k \in \mathcal{U}(i, \mathbf{g}_t) : (e_{t,k} = 1) \wedge (e_{t-1,k} = 1) \}
\]

Now, let us identify the transition probability for \( \mathbf{s}_t \). We can firstly partition targets according to \( e_t \) and \( e_{t-1} \) using Eq. (24). Let \( \mathcal{Y} = \{1, 2, \ldots, N_{\text{max}}\} \) and \( \mathcal{Y}(h, \mathbf{g}_t) \) be the set of targets that belong to group \( h \) of group structure \( \mathbf{g}_t \). Let us introduce the following different sets:

\[
\begin{align*}
\mathcal{Y}_1 &= \{ i \in \mathcal{Y} \mid e_{t,i} = 0 \} \\
\mathcal{Y}_2 &= \{ i \in \mathcal{Y} \mid (e_{t,i} = 1) \wedge (e_{t-1,i} = 0) \} \\
\mathcal{Y}_3 &= \{ i \in \mathcal{Y} \mid (e_{t,i} = 1) \wedge (e_{t-1,i} = 1) \} \\
\mathcal{Y}_4 &= \{ i \in \mathcal{Y} \mid \forall k \in \mathcal{Y}(i, \mathbf{g}_t) : e_{t,k} = 0 \} \\
\mathcal{Y}_5 &= \{ i \in \mathcal{Y} \mid \exists k \in \mathcal{Y}(i, \mathbf{g}_t) : (e_{t,k} = 1) \wedge (e_{t-1,k} = 1) \} \\
\mathcal{Y}_6 &= \mathcal{Y} \setminus (\mathcal{Y}_4 \cup \mathcal{Y}_5)
\end{align*}
\]

\( \mathcal{Y}_1 \) corresponds to the set of inactive targets. \( \mathcal{Y}_2 \) is the set of targets which become active, thus representing the birth scenario. \( \mathcal{Y}_3 \) is the set of active targets that will be updated according the continuous time group model described in Section 2. \( \mathcal{Y}_4 \) corresponds to the set of groups in which all targets are inactive. \( \mathcal{Y}_5 \) is the set of groups in which at least one target remains alive. Finally, \( \mathcal{Y}_6 \) represents the set of new groups. This case occurs typically when at least one target in a group become alive and the other ones are inactive. Once these different sets are introduced, the joint transition probability for \( \mathbf{x}_t \) and \( \mathbf{v}_t \) can be written as:

\[
\begin{align*}
p(\mathbf{s}_t | \mathbf{s}_{t-1}, \mathbf{e}_0, \mathbf{e}_{t-1}, \mathbf{g}_0) &= p(\mathbf{x}_t, \mathbf{v}_t | \mathbf{x}_{0:t-1}, \mathbf{v}_{0:t-1}, \mathbf{e}_{0:t}, \mathbf{g}_{0:t}) \\
&= p_0(\mathbf{x}_t, \mathbf{v}_t, \mathbf{e}_0, \mathbf{g}_0) \\
&\times \prod_{i \in \mathcal{Y}_1} p_{d_T}(\mathbf{x}_t, \mathbf{v}_t) \\
&\times \prod_{i \in \mathcal{Y}_2} p_{d_T}(\mathbf{x}_t, \mathbf{v}_t) \\
&\times \prod_{i \in \mathcal{Y}_5} p_{d_T}(\mathbf{x}_t, \mathbf{v}_t)
\end{align*}
\]

\textbf{Birth scenario}—A target birth happens when \( e_{t,i} = 1 \) and \( e_{t-1,i} = 0 \). However, as it is possible for an inactive target to be grouped with other active targets, this leads to the possibility of having a target birth with its initial kinematics being some function of the average group behaviour. Consequently, let partition the set \( \mathcal{Y}_2 \) into two subsets as follows:

\[
\begin{align*}
\mathcal{Y}_2^1 &= \{ i \in \mathcal{Y}_5 | g_{t,i} \in (\mathcal{Y}_4 \cup \mathcal{Y}_6) \} \\
\mathcal{Y}_2^2 &= \{ i \in \mathcal{Y}_5 | g_{t,i} \in \mathcal{Y}_5 \}
\end{align*}
\]

where \( \mathcal{Y}_2^2 \) is the set of target belonging to a group in which at least one target is active. This case corresponds to the group target birth. \( \mathcal{Y}_2^1 \) is the set of targets becoming alive and belonging to a group without active target at both the previous and current time. In this second case, the targets will be initialised independently using some initial distribution.

For a group target birth, we can calculate the average group state at time \( t \) and move according to the single target dynamic. As a consequence, if \( j \in \mathcal{Y}_2^2 \) and this target belongs to the \( h^{th} \) group, we have:

\[
\mathbf{x}_{t,j} \sim \mathcal{N}(\mathbf{F}_1 \bar{\mathbf{s}}_{t-1}, \mathbf{Q}_{\mathbf{b}_T})
\]

\text{with} \( \bar{\mathbf{s}}_{t-1} = \left[ \mathbf{x}_{t-1}^T \mathbf{v}_{t-1}^T \right]^T \),

\[
\bar{\mathbf{x}}_{t-1} = \frac{1}{N_{\mathcal{Y}_2^3}} \sum_{i \in \mathcal{Y}_2^3} \mathbf{x}_{t-1,i}
\]

and

\[
\mathbf{F}_1 = \left[ \begin{array}{c} \mathbf{I}_4 \ 0_{4 \times 4} \end{array} \right] \mathbf{F}_1
\]
For target birth, if \( j \in \mathcal{Y}_2 \), \( x_{t,j} \) is initialised using an initial probability distribution \( p_0(x_{t,j}) \). Since a target can appear anywhere uniformly in the surveillance area of \( L_x \) by \( L_y \), a uniform distribution is chosen for the target’s initial position. The initial velocity is chosen to be distributed as a zero mean Gaussian variable with variance \( \sigma_{V_{\text{max}}}^2 \):

\[
\begin{align*}
x_{t,j} & \sim U(x_{t,j} | 0, L_x) \\
y_{t,j} & \sim U(y_{t,j} | 0, L_y) \\
\dot{x}_{t,j} & \sim \mathcal{N}(\dot{x}_{t,j} | 0, \sigma_{V_{\text{max}}}^2) \\
\dot{y}_{t,j} & \sim \mathcal{N}(\dot{y}_{t,j} | 0, \sigma_{V_{\text{max}}}^2)
\end{align*}
\]

and thus

\[
p_0(x_{t,j}) = U(x_{t,j} | 0, L_x)U(y_{t,j} | 0, L_y) \times \mathcal{N}(\dot{x}_{t,j} | 0, \sigma_{V_{\text{max}}}^2)\mathcal{N}(\dot{y}_{t,j} | 0, \sigma_{V_{\text{max}}}^2)
\]

Hence, the birth probability, including both the group target birth and the target birth, is given by:

\[
p_{\text{bf}}(x_{t,j} | x_{0:t-1}, e_{0:t}, g_{0:t}) = \begin{cases} 
p_0(x_{t,j}) & \text{if } j \in \mathcal{Y}_2^1 \\
\mathcal{N}(\bar{s}_{t-1}, Q_{\text{bf}}) & \text{if } j \in \mathcal{Y}_2^2
\end{cases}
\]

The virtual leader corresponding to the \( h^{th} \) group have to be initialised if \( h \in \mathcal{Y}_4 \). This case happens when at least one target belonging to this \( h^{th} \) group becomes active using \( p_0(x_{t,j}) \). In this case, the proposed virtual leader initial probability is given by:

\[
p_{\text{bv}_L}(v_{t,h} | x_{0:t-1}, e_{0:t}, g_{0:t}) = \mathcal{N} \left( \frac{1}{\mathcal{N}_{\gamma} \cap \mathcal{Y}(h,g)} \sum_{i \in \mathcal{Y}_2 \cap \mathcal{Y}(h,g)} x_{t,i}, Q_{\text{bv}_L} \right)
\]

**Death scenario**—For inactive targets, i.e. \( i \in \mathcal{Y}_1 \), we will keep the target state at some \( x_{\text{death}} \) corresponding to the state where inactive target is represented:

\[
p_{\text{df}}(x_{t,i}) = \delta(x_{\text{death}})
\]

In a similar way, \( v_{\text{death}} \) is used to characterise a virtual leader of a group in which all targets are inactive, i.e. for \( h \in \mathcal{Y}_4 \):

\[
p_{\text{dv}_L}(v_{t}^h) = \delta(v_{\text{death}})
\]

**Update scenario**—The targets, which remain active between two time samples, and their associated virtual leader are updated according to the dynamical model in Eq. (13). However, the merging and splitting of groups of targets has to be considered. On the one hand, for a merging scenario at time \( t \), Eq. (13) becomes:

\[
p_u(s_{t}^g | s_{t-1}) = \mathcal{N}(s_{t}^g | F_{N_g} x_{t-1}^g, \bar{v}_{t} + R_{N_g} h^g, Q_{N_g})
\]

where \( \bar{v}_{t} \) is the average of the virtual leader kinematics of the merging groups.

On the other hand, in the case of splitting, the different \( s_{t}^g \) from the splitting are updated with Eq. (13) by using the same virtual leader at the previous time sample \( t - 1 \).

**Observation model**

To complete the Bayesian model, we will need to specify an observation model. Nonlinear filtering techniques such as particle filter and MCMC provides much more flexibility to model the sensor measurements. As a result, the association free approach can be taken [9, 16].

There are several important advantages to this approach. Firstly, more complicated sensor models can be used, such as those involving merged multiple target measurements, and radar range and velocity ambiguity. For example, in an image sensor, depending on the nature of the optics and their impulse response function after processing, a target often contribute to two or more pixels. Similarly, two or more targets can contributed to the output of a single pixel. Related to this, the approach also enable the use of unthresholded measurements which will enable improved tracking at lower target SNR [17, 18]. This is
popularly known as Track-Before-Detect (TBD). Secondly, it avoids the combinatorial problem of explicit enumeration of the track and data association.

In this framework, it is assumed that at each time step $t$, a pixel grid of $N_{pix}^x \times N_{pix}^y$ resolution cells is read simultaneously and each individual pixel $(i,j)$ has an intensity of $z_{ij}$. In general, $z_{ij}$ can be thresholded ($z_{ij} = 1$ or 0) or non-thresholded. By considering $Z_t = \{ z_{ij} \}_{i=1,j=1}^{N_{pix}^x,N_{pix}^y}$ to be a set of observations obtained from a sensor scan, the pixel measurements are modeled as conditionally independent given the states $x_{p,t}$ and $e_t$.

$$p(Z_t|x_{p,t},e_t) = \prod_{i,j} p(z_{ij} | x_{p,t}, e_t)$$  \hspace{1cm} (39)

Each pixel can couple to multiple targets and a single target can affect the output of multiple pixels. Let $\kappa_{t,n}$ be the sub-set of pixel measurements in $Z_t$ such that they are coupled with the $n^{th}$ target. If the $n^{th}$ target is inactive, i.e. $e_{t,n} = 0$, then $\kappa_{t,n}$ is an empty set. $\kappa_t$ will be defined as the union of all the sets of $\kappa_{t,n}$, i.e. $\kappa_t = \kappa_{t,1} \cup \kappa_{t,2} \cup \ldots \cup \kappa_{t,N_{max}}$. Also let $\kappa_{t,0}$ be the subset of pixel measurements that are not coupled to any target and they are characterized solely by the background clutter model $p_C(z_{ij})$. Then,

$$p(Z_t|x_{p,t},e_t) = \prod_{i,j \in \kappa_t} p(z_{ij} | x_{p,t}) \prod_{i,j \in \kappa_{t,0}} p_C(z_{ij})$$

$$\propto \prod_{i,j \in \kappa_t} \frac{p(z_{ij} | x_{p,t}, e_t)}{p_C(z_{ij})}$$  \hspace{1cm} (40)

For the synthetic data simulation, we will specify the observation model as a simplified ground moving target indicator (GMTI) radar with position only Rayleigh-distributed measurements [16]. We will also use thresholded measurement that returns 1 or 0 for each pixel. Then, the probability of detection $P_{d,n}$ for $n$ targets in a pixel given that the background false alarm probability, $P_{fa}$, is

$$P_{d,n} = P_{fa}^{-\frac{1}{2n}}$$  \hspace{1cm} (41)

### 4. Bayesian Solution

The filtering distribution of interest is complex and highly nonlinear. Sequential Monte Carlo methods such as particle filters can be used to carry out the inference. However, given the high dimensionality of the state space, it will not be straightforward to design an efficient particle filter implementation. In this section, we introduce the new marginalised approach to the virtual leader model.

Traditionally, MCMC is used to draw samples from probability distributions in a non-sequential setting. The advantages of MCMC are that it is generally more effective than particle filters in high-dimensional systems and it is easier to design for complex distributions if it can be used in a sequential fashion. Sequential approaches using MCMC can be found in [8, 11, 19, 20]. In [19], a sequential MCMC algorithm was designed to do inference in dynamical models using a series of Metropolis-Hastings-within-Gibbs. A similar idea was applied in [20] for imputing missing data from nonlinear diffusion. In [11], a MCMC-Particles algorithm was proposed using a numerical integration of the predictive density but unfortunately its computational demand can become excessive as the number of particles increases owing to its direct Monte Carlo calculation of the filtering density at each time step. In this paper, we will design an improved version of the MCMC-Particles algorithm proposed in [8] to do the sequential inference. The approach is also distinct from the Resample-Move scheme [21] in particle filter where the MCMC algorithm is used to rejuvenate degenerate samples following importance sampling resampling: our method uses neither resampling or importance sampling. Moreover, in order to improve the accuracy of the proposed algorithm, both the target velocities and the virtual leader kinematics are marginalised.

**Marginalisation approach**

By using the linear and Gaussian sub-structure of the system, the state space can be reduced significantly by marginalising out the target velocities and the virtual leader kinematics. Indeed, Equation (27) can be written equivalently using the following dynamic state space representation:

$$\begin{bmatrix} x_{p,t}, \hat{\nu}_t \\ x_{v,t} \\ \nu_t \end{bmatrix} = \Psi_t \begin{bmatrix} x_{p,t-1}, \hat{\nu}_t \\ x_{v,t-1} \\ \nu_{t-1} \end{bmatrix} + r_t + b_t$$  \hspace{1cm} (42)
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where \( x_{p,t} \) and \( x_{e,t} \) are the targets’ positions and velocities respectively. \( \bar{\Upsilon} = \Upsilon \setminus \Upsilon^t_2 \) corresponds to the set of all targets except those that are updated using \( p_0(x_{p,t}) \) defined in (33). Depending on the current target configuration (i.e. \( e_{t-1,t}, \mathbf{g}_{t-1,t} \)), \( \mathbf{r}_t \) is a vector in which elements can correspond to the repulsive forces, \( \mathbf{x}_{\text{death}}, \mathbf{v}_{\text{death}} \) or also null values. Finally, \( \mathbf{b}_t \) is a zero-mean Gaussian distributed random vector with a covariance matrix depending also on the current target configuration.

By marginalising out both the target velocities and the virtual leader kinematics, the aim is now to compute the following posterior distribution:

\[
p(x_{p,0:t}, \mathbf{g}_{0:t}, e_{0:t}|z_{1:t}) \propto p(z_t|x_{p,t}, e_t)p(e_t|e_{t-1}) \\
\times p(g_t|x_{p,t-1}, g_{t-1}, e_{t-1}) \\
\times p(x_{p,t}|x_{p,0:t-1}, e_{0:t}, g_{0:t}) \\
\times p(x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1}|z_{1:t-1})
\]

(43)

The likelihood distribution \( p(z_t|x_{p,t}, e_t) \) and the transition probability for the group \( p(g_t|x_{p,t-1}, g_{t-1}, e_{t-1}) \) depend only on the target position \( x_{p,t} \) and are given respectively by (40) and (19). Moreover, the transition probability of the existence variables, defined in (25), is independent of the others states. So, only the prior distribution of the target position is affected by this marginalisation. This distribution can be rewritten as follows:

\[
p(x_{p,t}|x_{p,0:t-1}, e_{0:t}, \mathbf{g}_{0:t}) = p_0(x_{p,t}, \tilde{\Upsilon}^t_1) \\
\times p(x_{p,t}, \tilde{\Upsilon}^t_1|x_{p,0:t-1}, e_{0:t}, \mathbf{g}_{0:t}) \\
= p_0(x_{p,t}, \tilde{\Upsilon}^t_1) \\
\times \int p(w_{t-1}|x_{p,0:t-1}, e_{0:t}, \mathbf{g}_{0:t}) \\
\times p(x_{p,t}, \tilde{\Upsilon}^t_1|x_{p,0:t-1}, w_{t-1}, e_{0:t}, \mathbf{g}_{0:t}) dw_{t-1}
\]

(44)

with \( w_{t-1} = [x_{p,t-1}^T \mathbf{w}_{t-1}^T]^T \).

In fact, \( p(x_{p,t}, \tilde{\Upsilon}^t_1|x_{p,0:t-1}, e_{0:t}, \mathbf{g}_{0:t}) \) can be viewed as the normalising term involved in the computation of the posterior distribution of the process \( w_{t-1} \) given a set of ‘observations’ upon to time \( t \) \( \{ x_{p,0:t-1}, x_{p,t}, \tilde{\Upsilon}^t_1 \} \) and \( \{ e_{0:t}, \mathbf{g}_{0:t} \} \). Indeed, this distribution is given by

\[
p(w_{t-1}|x_{p,0:t-1}, x_{p,t}, \tilde{\Upsilon}^t_1, e_{0:t}, \mathbf{g}_{0:t}) = \\
p(x_{p,t}, \tilde{\Upsilon}^t_1|x_{p,0:t-1}, w_{t-1}, e_{0:t}, \mathbf{g}_{0:t})p(w_{t-1}|x_{p,0:t-1}, e_{0:t}, \mathbf{g}_{0:t}) \\
p(x_{p,t}, \tilde{\Upsilon}^t_1,x_{p,0:t-1}|e_{0:t}, \mathbf{g}_{0:t})
\]

(45)

with

\[
p(w_{t-1}|x_{p,0:t-1}, e_{0:t}, \mathbf{g}_{0:t}) = \int p(w_{t-2}|x_{p,0:t-1}, e_{0:t}, \mathbf{g}_{0:t}) \\
\times p(w_{t-1}|w_{t-2}, x_{p,0:t-1}, e_{0:t}, \mathbf{g}_{0:t}) dw_{t-2}
\]

(46)

and can be considered as the posterior distribution in the following linear and Gaussian model:

\[
\begin{bmatrix}
  x_{p,t}, \tilde{\Upsilon}^t_1 \\
  w_{t-1}
\end{bmatrix} = \\
\begin{bmatrix}
  \Psi^{11}_t & \Psi^{12}_t \\
  \Psi^{21}_t & \Psi^{22}_t
\end{bmatrix} \\
\begin{bmatrix}
  x_{p,t-1}, \tilde{\Upsilon}^t_1 \\
  w_{t-1}
\end{bmatrix} + \\
\begin{bmatrix}
  r_1^t \\
  r_2^t
\end{bmatrix} + b_t
\]

(47)

with

\[
\mathbb{E}[b_t b_t^T] = \begin{bmatrix}
  Q_{11,t} & Q_{12,t} \\
  Q_{21,t} & Q_{22,t}
\end{bmatrix}
\]

(48)

This model in Eq. (47) is a pairwise Markov model [22], which is a generalization of the classical hidden Markov model (HMM) obtained by setting \( \Psi^{12}_t, \Psi^{21}_t, Q_{11,t}^{12} \) and \( Q_{22,t}^{12} \) to matrices of zero. As in the linear and Gaussian HMM, the filtered and predictive posterior distribution, respectively defined as

\[
p(w_{t-1}|x_{p,0:t-1}, x_{p,t}, \tilde{\Upsilon}^t_1, e_{0:t}, \mathbf{g}_{0:t}) = \mathcal{N}(\hat{w}_{t-1}|t, \Sigma_{t-1}|t)
\]

(49)

\[
p(w_t|x_{p,0:t-1}, x_{p,t}, \tilde{\Upsilon}^t_1, e_{0:t}, \mathbf{g}_{0:t}) = \mathcal{N}(\hat{w}_t|t, \Sigma_{t}|t)
\]

(50)

can be obtained by using the recursive equations of a pairwise Kalman filter [23]:

\[
\bar{x}_t = \Psi^{12}_t \hat{w}_{t-1}|t-1 + \Psi^{11}_t x_{p,t}, \tilde{\Upsilon}^t_1 + r_1^t
\]

(51)
These two steps are implemented in a mixture kernel so that the MCMC chain is irreducible and aperiodic [24]. At each step:

1. **Refine**
   - \( \{ x_{p,t-1}, e_{0:t-1}, g_{0:t} \} \)
   - \( \{ x_{p,t-1}, g_{p,t-1}, e_{0:t-1} \} \rightarrow q( x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1} ) \)
2. Propose \( g^*_t \sim p( g_t | x^*_{p,t-1}, e^*_{t-1} ) \)
3. Propose \( e^*_t \sim p( e_t | e^*_{t-1} ) \)
4. Propose \( x^*_{p,t} \sim q( x_{p,t} | x^*_{p,t-1}, g^*_{p,t-1}, e^*_{0:t-1} ) \)
5. With \( \{ x^*_{p,t}, g^*_{p,t}, e^*_{0:t} \} \), calculate the acceptance ratio \( \rho_t \)
6. Sample a uniform random variable \( u \) from \( U([0,1]) \).
7. **if** \( u \leq \rho_t \) **then**
   - \( \{ x^m_{p,0:t}, g^m_{0:t}, e^m_{0:t} \} = \{ x^*_{p,t}, g^*_{p,t}, e^*_{t} \} \)
8. **else**
   - \( \{ x^m_{p,0:t}, g^m_{0:t}, e^m_{0:t} \} = \{ x^{m-1}_{p,0:t}, g^m_{0:t}, e^m_{0:t} \} \)
9. **end if**

The probability \( p( x_{p,t}, \tilde{y} | x_{p,0:t-1}, e_{0:t}, g_{0:t} ) \) involved in (44) is thus a Gaussian distribution defined by the *innovation* mean vector and covariance matrix of the pairwise Kalman filter:

\[
p( x_{p,t}, \tilde{y} | x_{p,0:t-1}, e_{0:t}, g_{0:t} ) = \mathcal{N}( \tilde{x}_t, L_t )
\] (58)

**MCMC-based Particle Algorithm**

The aim is to approximate the posterior distribution given by (43). To make the inference from this complex distribution sequentially, we will use a MCMC procedure. Since we do not have the closed form expression of the distribution \( p( x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1} | Z_{1:t-1} ) \), it will be approximated by an empirical distribution based on the particle set:

\[
\tilde{p}( x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1} | Z_{1:t-1} ) = \frac{1}{N_p} \sum_{j=1}^{N_p} \delta( x^j_{p,0:t-1}, g^j_{0:t-1}, e^j_{0:t-1} )
\] (59)

By using this approximation, since all the distributions involved in (43) are known, an appropriate MCMC scheme can be used to draw from \( p( x_{p,0:t}, g_{0:t}, e_{0:t} | Z_{1:t} ) \). The converged MCMC output are then extracted to give an empirical approximation of the posterior distribution of interest at time \( t \), making possible the sequential inference. We call this scheme the MCMC-based particle algorithm.

At the \( m^{th} \) MCMC iteration, the following procedure is performed to obtain samples from \( p( x_{p,0:t}, g_{0:t}, e_{0:t} | Z_{1:t} ) \):

- **Make a joint draw for** \( \{ x^m_{p,0:t}, g^m_{0:t}, e^m_{0:t} \} \) **using a Metropolis-Hastings step,**
- **Refine** \( \{ x^m_{p,t}, g^m_{p,t}, e^m_{t} \} \) **using a series of Metropolis-Hastings-within-Gibbs steps.**

These two steps are implemented in a mixture kernel so that the MCMC chain is irreducible and aperiodic [24]. At each iteration, the joint draw is performed with a probability \( \xi \) and the refinement step with probability \( (1 - \xi) \).

**Algorithm 1 Joint Proposal**

1. Propose
   \[
   \{ x^m_{p,0:t-1}, g^m_{0:t-1}, e^m_{0:t-1} \} \sim q( x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1} )
   \]
2. Propose \( g^*_t \sim p( g_t | x^*_{p,t-1}, g^*_t, e^*_{t-1} ) \)
3. Propose \( e^*_t \sim p( e_t | e^*_{t-1} ) \)
4. Propose \( x^*_{p,t} \sim q( x_{p,t} | x^*_{p,t-1}, g^*_{p,t-1}, e^*_{0:t-1} ) \)
5. With \( \{ x^*_{p,t}, g^*_{p,t}, e^*_{0:t} \} \), calculate the acceptance ratio \( \rho_t \) in Eq. (60)
6. Sample a uniform random variable \( u \) from \( U([0,1]) \).
7. **if** \( u \leq \rho_t \) **then**
   - \( \{ x^m_{p,0:t}, g^m_{0:t}, e^m_{0:t} \} = \{ x^*_{p,t}, g^*_{p,t}, e^*_{t} \} \)
8. **else**
   - \( \{ x^m_{p,0:t}, g^m_{0:t}, e^m_{0:t} \} = \{ x^{m-1}_{p,0:t}, g^m_{0:t}, e^m_{0:t} \} \)
9. **end if**
Joint Proposal—To perform the joint draw, we use the scheme of Algorithm 1, which is a Metropolis-Hasting procedure. This algorithm starts with the sampling of \( \{x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1}\} \) from a proposal distribution \( q(x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1}) \). The easiest choice would be to make a uniform draw from the particle approximation \( \tilde{p}(x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1} | Z_t) \) defined in (59). However to improve this step, we propose to use a weighted mixture of two distributions: the particle approximation of the posterior distribution at time \( t - 1 \) and a distribution \( \alpha(x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1}) \) which takes into account the new received observations \( Z_t \) and the particle set at time \( t - 1 \), i.e.

\[
q(x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1}) = 
\sum_{j=1}^{N_p} P_a \alpha(x_{p,0:t-1}^j, g_{0:t-1}^j, e_{0:t-1}^j) + \frac{1 - P_a}{N_p} \delta(x_{p,0:t-1}, g_{0:t-1}^j, e_{0:t-1}^j)
\]

(61)

where

\[
\alpha(x_{p,0:t-1}^j, g_{0:t-1}^j, e_{0:t-1}^j) = \frac{p(Z_t | \hat{x}_{p,t}^j, e_{0:t-1}^j)}{\sum_{i=1}^{N_p} p(Z_t | \hat{x}_{p,t}^i, e_{0:t-1}^i)}
\]

(62)

with \( \{e_{0:t-1}^j, g_{0:t-1}^j\} = \{e_{t-1}^j, g_{t-1}^j\} \) and \( \hat{x}_{p,t}^j = \mathbb{E}[x_{p,t} | x_{p,0:t-1}^j, e_{0:t-1}^j, g_{0:t-1}^j, e_{0:t-1}^j] \). The use of the distribution \( \alpha(x_{p,0:t-1}^j, g_{0:t-1}^j, e_{0:t-1}^j) \) is closely related to the auxiliary approach applied to particle filter [25]. This distribution leads to an improvement in the selection of a candidate in the existing particle set by taking into account the new observation. The presence of the original particle approximation in the proposal is used to ensure that a particle representing a good estimate of the previous state, \( \{x_{p,0:t-1}, g_{0:t-1}, e_{0:t-1}\} \), could be selected even if one or several actual targets are not detected in the new measurements set \( Z_t \).

After this first step, the group structure and the existence variable are sampled from their prior distribution, respectively given by Eq. (19) and Eq. (25). Then, position of the targets are drawn from the proposal distribution \( q(x_{p,t} | x_{p,0:t-1}^*, g_{0:t}^*, e_{0:t}^*) \) given by:

\[
q(x_{p,t} | x_{p,0:t-1}^*, g_{0:t}^*, e_{0:t}^*) = q_0(x_{p,t,y}) \times p(x_{p,t} | x_{p,0:t-1}^*, g_{0:t}^*, e_{0:t}^*)
\]

(63)

where \( p(x_{p,t} | x_{p,0:t-1}^*, g_{0:t}^*, e_{0:t}^*) \), defined in Eq. (58), is obtained using the recursive equations of a pairwise Kalman filter associated to each particle. Compared to the prior distribution of \( x_{p,t} \) in Eq. (44), we only adopt a different proposal for the target birth. In order to improve the sample in this case, instead of sampling uniformly over the observation scene, we use a proposal based on measurements as we will expect the target to be more likely to appear in pixels that have measurements. This proposal is defined as follows:

\[
q_0(x_{p,t,j}) = \begin{cases} 
q_0(x_{p,t,j}) & \text{if } N_{Obs}^j = 0 \\
q_0(x_{p,t,j}) & \text{otherwise}
\end{cases}
\]

(64)

with

\[
\phi(x_{p,t,j} | Z_{t-1:t}) = 
\frac{1}{N_{Obs}} \sum_{m=1}^{N_{Obs}} \mathcal{U}(x_{t,j} | \beta_m, \frac{L_y}{N_{pix}}, \beta_m + 1, \frac{L_y}{N_{pix}}) \times \mathcal{U}(y_{t,j} | \beta_m, \frac{L_y}{N_{pix}}, \beta_m + 1, \frac{L_y}{N_{pix}})
\]

(65)

where \( \beta = \{\beta_m^x, \beta_m^y\}_{m=1}^{N_{Obs}} \) is the set of pixel coordinates of the observation scene where the measurements at time \( t \) are equal to 1 and where also the measurements at time \( t - 1 \) are equal to 1 within one pixel of each other.
After this sampling process, the acceptance ratio $\rho_1$ is computed, Eq. (60), and the candidate is accepted or not according to this one.

Refinement Step—To refine the estimate of $\{x_{p,t}, g_t, e_t\}$, we propose to use a series of Metropolis-Hastings-within-Gibbs steps. We first start by sampling the group structure variable $g_t$ and then sampling each of the individual targets and their associated existence variables $\{x_{p,t,i}, e_{t,i}\}$. For a target birth, the proposal based on measurements defined in (64) is also used. This step is summarised in Algorithm 2.

Algorithm 2 Refinement step

1: Propose $g_t^* \sim p(g_t|x_{p,t}^{m-1}, g_t^{m-1}, e_{t}^{m-1})$
2: With $g_t^*$, calculate the acceptance ratio
   $$\rho_2 = \min \left(1, \frac{p(x_{p,t}^{m-1}|x_{p,t}^{m-1}, g_t^*, e_{t}^{m-1})}{p(x_{p,t}^{m-1}|x_{p,t}^{m-1}, g_t^{m-1}, e_{t}^{m-1})} \right)$$
3: Sample a uniform random variable $u$ from $\mathcal{U}(u|0,1)$ and set $\{g_t^m\} = \{g_t^{m-1}\}$ if $u \leq \rho_2$, otherwise set $\{g_t^m\} = \{g_t^{m-1}\}$.
4: Set $\{x_{p,0,t}, e_t^m\} = \{x_{p,0,t}, e_t^{m-1}\}$
5: for each target $i$
6:   Propose $e_{t,i}^* \sim p(e_{t,i}|e_{t-1,i}^m)$
7:   Propose $x_{p,t,i}^* \sim q(x_{p,t,i}|x_{p,t-1,i}, g_t^m, e_{t-1,i}^m, e_{t,i}^*)$
8:   With $\{e_{t,i}^*, x_{p,t,i}^*\}$, calculate the acceptance ratio $\rho_3$
   in Eq. (66)
9: Sample a uniform random variable $u$ from $\mathcal{U}(u|0,1)$
   and set $\{e_{t,i}^m, x_{p,t,i}^m\} = \{e_{t,i}^*, x_{p,t,i}^*\}$ if $u \leq \rho_3$
   otherwise set $\{e_{t,i}^m, x_{p,t,i}^m\} = \{e_{t,i}^{m-1}, x_{p,t,i}^{m-1}\}$
10: end for

$$\rho_3 = \min \left(1, \frac{p(Z_t|x_{p,t}^{m-1}, x_{p,t}^{m-1}, e_{t,i}^m)|p(x_{p,t}^{m-1}, x_{p,t-1}^{m-1}, g_t^m, e_{t-1,i}^m, e_{t,i}^*)|}{q(x_{p,t}^{m-1}|x_{p,t}^{m-1}, g_t^m, e_{t,i}^*)p(Z_t|x_{p,t}^{m-1}, x_{p,t}^{m-1}, e_{t,i}^m)|q(x_{p,t}^{m-1}|x_{p,t}^{m-1}, g_t^m, e_{t,i}^*)|} \right)$$ [Eq. (66)]

5. NUMERICAL RESULTS

A single discretised sensor model is used which scans a fixed rectangular region of 100 by 100 pixels, where each pixel is 50m by 50m. Thresholded measurements are used with $P_d = 0.7$ and a false alarm probability for each pixel of $P_{fa} = 0.002$ (i.e. SNR = 17 dB). The sensor returns a set of observations every 5s.

We use the group dynamic model, Eq. (13), to generate a set of tracks of four targets shown in Figure 3. This scenario consists of 2 groups of 2 targets moving towards each other from time step 1 to 45, and then merged to form a combined group from time step 46 to 110. The parameters used to generate the motion of the group is the same as the simulations in previous section shown in Table 1. For 4 targets, Table 2 lists all the possible group combinations.

The MCMC-based particle algorithm is used to detect and track targets in the scenario described above. A Monte Carlo run of 40 sets of the observations of the 4 targets are generated. For each run, all the particles are initialised as inactive in order to allow the algorithm to detect all targets unaided. At each time step, 24000 MCMC iterations are performed with burn-in of 1000 iterations. At each MCMC iteration, the joint proposal is performed with a probability $\xi = 0.75$. The particle approximation
of \( p(x_p, \theta; g, \epsilon; Z_{1:t}) \) is obtained using \( N_p = 4000 \) particles by storing every 6th sample (thinning) after the initial burn-in iterations. \( P_{NC}, P_{Q}, \{P_B; P_D\}, P_a \) and \( P_l \) respectively involved in Eq. (19), (23), (25), (61) and (64) are set to 0.6, 0.05, \( \{0.2; 0.05\}, 0.5 \) and \( 10^{-2} \).

The estimated tracks for a single run are shown in Fig. 4. The MCMC-Particles Algorithm has successfully detected and tracked the 4 targets. The ellipse shows the mode of the group configuration and the number indicates the number of targets in the group. The proposed algorithm is clearly able to infer the correct group structure. This can be also be seen in Figure 5, which shows the time evolution of the group structure probability obtained by the algorithm. The group structure change from \([1 1 2 2]^T\) to \([1 1 1 1]^T\) can be clearly identified in this figure.

Finally, Figure 6 shows the mean of the existence variables over the 40 Monte Carlo runs. From this figure, we can see that the proposed algorithm is able to detect consistently and rapidly that there are 4 targets in the observation scene.

![Figure 3](image3.png)

**Figure 3.** Ground truth of the group merging simulation scenario for two groups of two targets.

![Figure 4](image4.png)

**Figure 4.** Tracking results for a single run of the MCMC-based particle algorithm (the ellipse shows the mode of the group configuration, labelled with the number of objects detected in the group).

### 6. Conclusions

In this paper, we have focused our study on the problem of tracking coordinated formations of targets using a group dynamical model with a virtual leader. A MCMC-based particle algorithm is proposed to approximate the filtering distribution of the high dimensional state of interest. The proposed algorithm is then efficiently designed with the auxiliary idea used traditionally in particle filtering and with the marginalisation of both the target velocity and the virtual leader kinematics using pairwise Kalman filters. Numerical simulations clearly show that this algorithm is able to detect targets within groups, as well as infer the correct group structure and the number of targets over time.
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